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Abstract

The new coronavirus disease 2019 (COVID-19) has recently emerged as an acute respiratory syndrome. The virus has spread through-
out the world since the primary outbreak of the disease reported in Wuhan, China. The pandemic has led to increased mortality
as the most important threat of the disease in specific populations across the world. Furthermore, COVID-19 has caused significant
economic problems in several countries. The early diagnosis of COVID-19 is currently an important concern for physicians and com-
munities. The present study aimed to review the published articles regarding the diagnosis of COVID-19 until the end of February
2020. According to the results we show that deep learning and machine learning algorithms can be effectively used to the scope of
the disease.
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1. Context

Similar to viruses such as SARS and MERS, coron-
aviruses infect both mammals and birds. In addition, they
cause infections that normally emerge as a common cold
in humans; however, the symptoms mostly differ in each
species (1). Moreover, COVID-19 is closely related to SARS-
CoV, which is often observed in bats. Evidence suggests
that SARS-CoV originated in bats in China and has proba-
bly transferred to humans after transfer to an intermedi-
ate host. Similarly, MERS-CoV has been observed in camels
in the Middle East and has been reported to transfer to
humans (2). The other end of the spectrum encompasses
COVID-19 species that cause common colds in humans with
relatively mild symptoms (2).

The COVID-19 outbreak began in December 2019 in
China and became a severe public health threat as an in-
fectious disease, which has spread throughout the world,
threatening the lives of individuals in every community
(3, 4). Patients diagnosed with COVID-19 manifest various
symptoms that are associated with respiratory tract infec-
tions, such as fever, cough, pneumonia, and even death (4).

According to the literature, the prevalence of this viral
infection is higher in men than in women, and no deaths
have been reported in children aged less than nine years
(3). In many developed countries, the healthcare system
is faced with a monumental challenge due to the increas-
ing demand for special care units, mainly because Inten-
sive Care Units (ICUs) have been rapidly occupied by the

patients diagnosed with COVID-19, thereby leading to nu-
merous issues in this regard (3).

In the medicine industry, the disease is diagnosed by
tests and imaging, which are both time-consuming and
extremely costly for patients. Therefore, physicians seek
to find alternative techniques to reduce costs and time
and prevent mortality by early diagnosis of the disease. A
modern method is using deep learning and data mining
algorithms. Various studies have been conducted in this
field, which, despite their optimal performance, failed to
achieve the desired accuracy due to problems such as long
execution time or complexity of calculations. Meanwhile,
the integration of these algorithms along with the use of
feature extraction methods will lead to optimal diagnostic
accuracy. In the present research, we covered some of the
methods and studies conducted in the field.

The following sections of the current study are: a re-
view of diagnostic methods for COVID-19 is presented in
the second section, followed by the analysis of the tech-
niques applied in this area in the third section. In the end,
conclusions are provided in the fourth chapter.

2. Background Review

To date, no accurate diagnostic methods have been pro-
posed for the COVID-19 infection. This is while the preven-
tion of the COVID-19 outbreak requires a timely diagnostic
option. Due to the short period since the spread of the dis-
ease, only brief research has addressed its diagnosis.
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In a study (5), the Monte Carlo algorithm, which is con-
sidered to be the optimal predictive algorithm compared
to the GROOMS method, was proposed for the diagnosis
of COVID-19. In the mentioned study, two algorithms were
combined to confirm the diagnosis, and the results of the
combination of these algorithms led to flexibility in the
accuracy of COVID-19 detection. Nevertheless, the Monte
Carlo algorithm was reported to be superior to conven-
tional diagnostic methods for the detection of COVID-19.

In another study in this regard, three models were
used based on InceptionV3 and Inception-ResNetV2 neu-
ral networks, along with chest X-rays. In addition, the re-
ceiver operating characteristic curve and confusion ma-
trix were used to analyze the results based on 5-fold cross
validation. According to the results obtained from the
proposed method, the pre-trained model of ResNet50 had
the highest classification performance with 98% accuracy
compared to the other two techniques (97% accuracy with
InceptionV3 and 87% accuracy with Inception-ResNetV2)
(3).

In a study (6), a machine learning model was pro-
posed to predict artificial antibodies to potentially con-
trol COVID-19, and the results indicated the neutralization
of thousands of hypothetical antibodies. Moreover, eight
stable antibodies were observed to neutralize COVID-19 in
the mentioned study. The interpretation of the machine
learning model showed that mutations to methionine and
tyrosine were remarkably effective in enhancing antibod-
ies against COVID-19. A study (7) revealed that the emer-
gence of the disease persuaded governments to decrease
the infection rate and negative economic effects of the dis-
ease. In this regard, data mining techniques have been ap-
plied to measure the commercial risks associated with the
COVID-19 pandemic.

In another study, the process and the time required
for infection development were analyzed based on known
macroscopic growth, along with the Gompertz and logis-
tics laws, in various countries to assess the effectiveness of
the inhibition of COVID-19 outbreak. In addition, the gen-
eralities regarding the Gompertz law were proposed in the
mentioned study, in which the data analysis made it possi-
ble to assess the maximum number of infected cases (8).

Elmousalami and Hassanien (9) compared various pre-
dictive models for COVID-19 infection using the time series
models and mathematical formulas. The existing predic-
tions and models demonstrated that the number of COVID-
19 patients will grow exponentially in the countries that do
not adhere to quarantine rules and impose no restrictions
on travel, public gatherings, and school, university, and
work activity (i.e., social distancing). In previous research
(2), the whole-genome sequence comparison revealed that
the non-coding flanks of the viral genome could be used to

accurately separate the four genera of coronaviruses.
A study (10) was conducted to develop a primary

screening model for the diagnosis of COVID-19 pneumonia
and influenza-associated pneumonia patients and distin-
guish them from healthy individuals using pulmonary CT
imaging based on deep learning techniques. In addition,
the images of coronavirus, influenza virus, and other in-
fectious agents that are not associated with this virus were
classified separately. Finally, the type of infections and the
criteria of reliability and accuracy for COVID-19 were deter-
mined using the Bayes algorithm. In the mentioned study,
the overall accuracy of 86.7% was obtained based on the re-
sults.

In a research study (11), the CT scan results of 88 pa-
tients with COVID-19 were collected from two hospitals
in China. In total, 101 patients were reported to be in-
fected with bacterial pneumonia, while 86 individuals
were healthy. The experiment continued to modeling and
making comparisons using a deep learning algorithm. Ac-
cording to the experimental results, the proposed model
could accurately distinguish the patients with COVID-19
from those with an AUC of 0.95. In addition, the recall cri-
terion was equal to 93.93, and the proposed model could
distinguish COVID-19 patients.

In a study (12), 217 images were used as an experimen-
tal set, and the migration learning model was exploited to
develop a diagnostic algorithm. In the mentioned study,
it was assumed that deep artificial intelligence learning
methods could extract the specific graphical characteris-
tics of COVID-19, thereby providing a clinical diagnosis be-
fore pathogen testing, which resulted in saving the criti-
cal time required for controlling the disease. The findings
of the mentioned research indicated 82.9% accuracy, 80.5%
Specify, and 84% sensitivity for the applied methods.

In a study (13), deep learning methods were applied for
the diagnosis of patients with COVID-19 using X-ray images.
Among these methods, the support vector machine (SVM)
algorithm and X-ray images were considered as the impor-
tant classification features. In the proposed classification
model (i.e., ResNet50), along with SVM achieved accuracy,
FPR, F1 score, MCC and Kappa are 95.38%,95.52%, 91.41% and
90.76%. Moreover, the ResNet50 classification model and
SVM algorithm showed to have proper diagnostic ability
compared to other classification models.

3. Analysis and Assessment

Table 1 shows a summary of the methods used for the
diagnosis of COVID-19. As observed, the deep learning algo-
rithm and machine learning algorithms (SVM and neural
networks) had the most application and highest accuracy
in the detection of the virus. Deep learning is considered to
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be an efficient tool for the rapid screening of COVID-19 and
identifying high-risk patients, which may be beneficial for
the optimization of medical resources, as well as the early
prevention of the disease before the emergence of severe
symptoms (14).

According to Table 1, deep learning and data mining
techniques have been developed for the early diagnosis of
Corona. In this regard, one of the common techniques is
the DL algorithm, which is a deep-learning algorithm oper-
ating similar to the human brain in terms of structure and
nature of work. The algorithm consists of several layers (la-
tent layer) and uses mathematical models to understand
the features of the input data. In addition, mapping from
input to output occurs in the algorithm. Some of the con-
siderable capabilities of the algorithm include recogniz-
ing trivial content, eliminating additional or repetitive in-
formation, and retrieve or generate new items if required.

The support vector machine (SVM) algorithm is an-
other common method for diagnosis of COVID-19. SVM is
a supervised learning algorithm that can classify and eval-
uate the desired criteria for diagnosis with good perfor-
mance. One of the excellent features of the algorithm is
its cost-effectiveness and shorter execution time for users,
compared to other algorithms. Moreover, it has a low error
rate and high scalability.

4. Conclusions

The present study reviewed COVID-19 diagnostic meth-
ods. According to the results, the deep learning algorithm
and machine learning algorithms (e.g., neural networks)
were most applicable for increasing the accuracy of COVID-
19 diagnosis. Considering the studies in this regard and
the rapid growth of classification methods, it is suggested
that combined diagnostic methods be used to enhance the
accuracy of the virus detection compared to the currently
available methods.

Footnotes
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